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Abstract : 
Deep learning algorithms allow computers to perform cognitive tasks ranging from vision to natural language pro-
cessing with performance comparable to humans. Although these algorithms are conceptually inspired by the brain, 
their energy consumption is orders of magnitude higher. The reason for this high energy consumption is both archi-
tectural and algorithmic. The architecture of computers physically separates the processor and the memory where 
data is stored. This separation causes particularly intense and energy-intensive data movement for machine learning 
algorithms, limiting on-board or low-energy budget applications. One solution consists in creating new neuromorphic 
architectures where the memory is as close as possible to the computation units. However, existing learning algo-
rithms have limitations that make their implementation on neuromorphic chips difficult. In particular, the algorithmic 
limitations at the heart of this thesis are catastrophic forgetting and non-local credit assignment. Catastrophic for-
getting concerns the inability to maintain the performance of a neural network when a new task is learned. Credit 
assignment in neural networks is performed by Backpropagation. Although efficient, this algorithm is challenging to 
implement on a neuromorphic chip because it requires two distinct types of computation. These concepts are pre-
sented in details in chapter 1 of this thesis. Chapter 2 presents an algorithm inspired by synaptic metaplasticity to 
reduce catastrophic forgetting in binarized neural networks. Binarized neural networks are artificial neural networks 
with binary weights and activation, which makes them attractive for neuromorphic applications. The training process 
of binarized synaptic weights requires hidden variables whose meaning is poorly understood. We show that these 
hidden variables can be used to consolidate important synapses. The presented consolidation rule is local to the sy-
napse, while being as effective as an established continual learning method of the literature. Chapter 3 deals with 
the local estimation of the gradient for training. Equilibrium Propagation is a learning algorithm that requires only 
one type of computation to estimate the gradient. However, scaling it up to complex tasks and deep architectures 
remains to be demonstrated. In this chapter, resulting from a collaboration with the Mila, we show that a bias in the 
estimation of the gradient is responsible for this limitation, and we propose a new unbiased estimator that allows 
Equilibirum propagation to scale up. We also show how to adapt the algorithm to optimize the cross entropy loss 
instead of the quadratic cost. Finally, we study the case where synaptic connections are asymmetric. These results 
show that Equilibrium Propagation is a promising algorithm for on-chip learning. Finally, in Chapter 4, we present an 
architecture to implement ternary synapses using resistive memories based on Hafnium oxide in collaboration with 
the University of Aix Marseille and CEA-Leti in Grenoble. We adapt a circuit originally intended to implement a bina-
rized neural network by showing that a third synaptic weight value can be encoded when exploiting the low supply 
voltage regime, which is particularly suitable for on-board applications.The results presented in this thesis show that 
the joint design of algorithms and computational architectures is crucial for neuromorphic applications. 
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